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1.

The Ten-Fold Way (Cartan)

The ten families of irreducible compact symmetric spaces of E. Cartan in their standard realizations give the random matrix ensembles.

R. Altland + M. Zirnbauer \{ 1990's

N. Katz +\$

Recently they appear in the classification of topological insulators and superconductors.

Schnyder et al 2009.
<table>
<thead>
<tr>
<th>Group</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUE</td>
<td>( U(N) ) Compact NxN Unitary Matrices, &quot;Circular Unitary Ensemble&quot;</td>
</tr>
<tr>
<td>0 { even, odd }</td>
<td>Orthogonal Subgroup of A's, ( A^T A = I )</td>
</tr>
<tr>
<td>Sp</td>
<td>( USp(2N) ) Subgroup of A's, ( A^T J A = J, J = \begin{bmatrix} 0 &amp; I_n \ -I_n &amp; 0 \end{bmatrix} )</td>
</tr>
<tr>
<td>COE</td>
<td>( U(N)/O(N) ) Symmetric ( NxN ) Realized, ( B \rightarrow B^T B )</td>
</tr>
<tr>
<td>CSE</td>
<td>( U(2N)/USp(2N) ), ( 2Nx2N ) Unitary H's, ( J^T H^T J = H ) Identified by ( B \rightarrow BJ B^T J^T )</td>
</tr>
</tbody>
</table>
The first 4; U, SO(even), SO(odd) and Sp, are the type III symmetric spaces of Cartan, correspond to the compact classical groups.

3-Fold Way (Dyson)

CUE, COE, CSE

Local Scaled

The statistical distribution of the eigenvalues in the bulk (i.e. away from ±1) of a typical AE E(N) as N → ∞ follows one of the above 3 laws.

Proved using Gaudin method of orthogonal polynomials together with known asymptotics of classical orthogonal polynomials.

See: E. Duenez Pu Thesis C.M.P 2004
NB: IN THE BULK ALL THE TYPE III ENSEMBLES BECOME CUE.

THE STATISTICS OF THE EIGENVALUES NEAR 1 FOR THE VARIOUS E(N)'S FOLLOW CHARACTERISTIC LAWS (THAT IS AFTER SCALING AND A VARYING OVER E(N))

FOR EXAMPLE THE DISTRIBUTIONS OF THE EIGENVALUE NEAREST TO 1 FOR U, SP AND SO(EVEN) ARE:
Zeros of Zeta Functions:

Montgomery's Pair Correlation:

\[ \psi(s) = \sum_{n=1}^{\infty} n^{-s} = \prod_{p} \left(1 - p^{-s}\right)^{-1} \]

\[ \Xi(s) = \pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right) \xi(s) \quad \text{f.o.} \quad \xi(s) = \xi(1-s) \quad (\text{Riemann}) \]

Write the zeros of \( \Xi(s) \) as

\[ \rho_j = \frac{1}{2} + i \gamma_j, \quad \gamma_j \in \mathbb{R} \leftrightarrow \text{RH} \]

\[ \gamma_{-1} < 0 < \gamma_1 < \gamma_2 \ldots \quad \in \mathbb{R} \]

Local (scaled) spacing statistics (unfolded)

\[ \delta_j = \frac{\gamma_j \cdot \log \delta_j}{2\pi}, \quad j \geq 1 \]

Pair correlation: Let \( \phi \in \mathcal{F}(\mathbb{R}) \) set

\[ W_2(\phi, N) = \frac{1}{N} \sum_{1 \leq j < k \leq N} \phi(\delta_j - \delta_k) \]
MONTGOMERY (73/74). IF SUPPORT $\hat{\phi} \subset (1,1)$ THEN

$$W_2(\phi, N) \rightarrow \int_{-\infty}^{\infty} \phi(x) \left(1 - \left(\frac{\sin \pi x}{\pi x}\right)^2\right) dx$$

as $N \rightarrow \infty$.

AND HE CONJECTURES THAT THIS HOLDS WITHOUT ANY CONDITION ON SUPPORT $\hat{\phi}$.

**Figure 2.** Pair correlation for zeros of zeta based on $8 \times 10^6$ zeros near the $10^{29}$-th zero, versus the GUE conjectured density $1 - \left(\frac{\sin \pi x}{\pi x}\right)^2$.

ODLYZKO
Dyson (1974) observes that

\[ 1 - \left( \frac{\sin \pi x}{\pi x} \right)^2 \]

is the 2-point correlation for CUE, suggests that the local spacing statistics of (high) zeros of \( \zeta(s) \) follow CUE laws.

\( \text{Checked comprehensively numerically by Odlyzko}. \)

To prove this it suffices to compute the \( m \)-level correlations for \( m \geq 2 \).

**Universality (Rudnick-S 90's)**

Let \( \Pi \) be an automorphic cusp form on \( \text{GL}_m/\mathbb{Q} \) and \( L(s, \Pi) \) its standard \( L \)-function (these generalize zeta and presumably give all \( L \)-functions).

Then the \( m \)-level correlations of the zeros of \( L(s, \Pi) \) are given by the \( m \)-level densities, at least in restricted ranges (and conjecturally in all ranges).
Proof uses the explicit formula of Riemann (Weil, Guinand) and critically Rankin-Selberg L-functions. Numerically confirmed for many \( \tau \)'s Rumley, Rubinstein.

Families of zeta and L-functions

Experience shows that understand an individual L-function one needs to deform it in a family.

\( \text{GL}_1 \) or Dirichlet L-functions:

\[
\chi(m, m_2) = \chi(m_1) \chi(m_2), \quad \chi(1) = 1
\]

\[
\chi(m + \lambda q) = \chi(m) \quad \text{minimum period is} \quad q = \text{"conductivity of} \chi" \]

\[
L(s, \chi) = \prod_{p} \left( 1 - \chi(p) p^{-s} \right)^{-1} = \sum_{m=1}^{\infty} \chi(m) m^{-s}
\]
\[ y = \text{the "family" of } L(5, \chi)'s \]

\[ \chi \text{ is quadratic, } \chi^2 = 1, \chi = \chi_d \]

\[ d \text{ is conductor square free} \]

\text{Distribution of the zeros near } S = \frac{1}{2}

"low lying"

\[ \rho_j = \frac{1}{2} + i \gamma_j, \chi_d \]

\[ j = \pm 1, \pm 2, \ldots \]

scale \[ \gamma_j, \chi_d \frac{\log \|d\|}{2\pi} \]

(No parameter!)

\text{Katz-S (98): The low lying zeros of } L(5, \chi), \chi \not\in \mathbb{Z} \text{ follow the laws of eigenvalues of } \text{USp}(\infty) \text{ near } \varepsilon = 1. \]
\( \Rightarrow \) \( n \)-level densities being those of \( \text{USp}(\infty) \). That is
\[
\phi \in \mathcal{S}(\mathbb{R}^n)
\]
\[
W_n^{(m)}(\phi, x_d) := \sum_{j_1 \cdots j_n} \phi(\tilde{x}_{j_1d}, \ldots, \tilde{x}_{j_nd})
\]
as \( x \to \infty \)
\[
\frac{1}{|\{x_d: |d| \leq x\}|} \sum_{|d| \leq x} \sum_{j_1 \cdots j_n} W_n^{(m)}(\phi, x_d) \to \int_{\mathbb{R}^n} \phi(x) W_{\text{USp}}^{(m)}(x) dx
\]
\[\text{(10)}\]

where
\[W_{\text{USp}}^{(m)}(x) = \det \begin{pmatrix} K_{\text{USp}}(x_i, x_j) \end{pmatrix}_{i=1, \ldots, n} \]
\[K_{\text{USp}}(x, y) = \frac{\sin \pi(x-y)}{\pi(x-y)} - \frac{\sin \pi(x+y)}{\pi(x+y)} \]
The $n$-level densities have been computed for

\[
\text{support } \phi \subset \sum_{j=1}^{n} 13j \cdot 1 < 1 \quad \text{(Rubinstein)}
\]

\[
\text{support } \phi \subset \sum_{j=1}^{n} 13j \cdot 1 < 2 \quad \text{(Gao)}
\]

(Due cannot identify the answer with (4)).

NUMERICAL CONFIRMATION OF ALL SOME STATISTICS FOR THIS AND ANOTHER FAMILIES – RUBINSTEIN .

\[\text{Figure 7.} \ 1 \text{st zero above } 0 \text{ for } L(s, \chi_d), 10^{12} < |d| < 10^{12} + 200000,
\]

\[v_1(S_p) .\]
The basis for understanding these phenomena—that is a symmetry type associated with $\gamma$ and the universal CUE law comes from function field considerations (Katz-S).

Replace $\Omega$ by $F_q(t)$

**QUADRATIC FAMILY:**

$K$ varies over quadratic extensions of $F_q(t)$, $T = q^{-s}$

$$S_K(T) = \frac{P(T,K)}{(1-T)(1-qT)}$$

$P$ is a polynomial of degree $2g$ where $g$ is the genus of $K$. Its zeros are on the circle

$$P = q^{-\frac{g}{2}} e^{i\theta} \quad (RH)$$

and asks for the distribution of the $\theta$'s as $q(K) \to \infty$. 

Using techniques from monodromy groups of families of varieties (in this example curves) over finite fields and their scaling limits (specifically Gaudin's methods) one shows that as $g \to \infty$ and $q \to 0$

1) Universally in the bulk (i.e. over all the zeros) the scaling limits of these distributions for almost all members of ANY family is CUE.

2) The distribution near the central point ($z = 1$) is one of the 4 symmetry types (type $\text{III}$ spaces)

$$U(\infty), \ Sp(\infty), \ SO_{\text{even}}(\infty), \ SO_{\text{odd}}(\infty)$$
Back to $\mathbb{Q}$

A definition of a family $\mathcal{F}$ of automorphic forms $\pi$ on $\text{GL}_m$ and hence of $L$-functions $L(s, \pi)$ is given in (Shin-Templier-S 2014).

There are two sources for forming $\mathcal{F}$:

1) **HARMONIC**: The forms $\pi$ are defined through spectral theory of arithmetic locally symmetric spaces and transferred to $\text{GL}_m$ by functorially.

2) **ALGEBRAIC**: $V_t$, $t \in \mathbb{P}^n$

A family of (smooth) projective varieties defined over $\mathbb{Q}$. $L(s, V_t)$ ($ = L(s, \pi_t)$) the Hasse-Weil zeta function on a piece of cohomology.
Given such \( \mathcal{F} \), \( L(s, \Pi) \) \( \Pi \in \mathcal{F} \) each \( \Pi \) has an "analytic conductor" \( c(\Pi) \) (Iwaniec 5) which measures the 'height' of \( \Pi \) and also the density of zeros near \( s = \frac{1}{2} \) (i.e. normalize by \( \frac{\log c(\Pi)}{2\pi} \)).

\[
\mathfrak{f}_x = \{ \Pi \in \mathcal{F} : c(\Pi) \leq x^2 \}
\]
is finite.

To compute the \( n \)-level densities for

\[
L(s, \Pi) = \sum_{n_1=1}^{\infty} \frac{\lambda_{\Pi}(n_1)}{n_1^s}
\]
one needs at least the behavior of

\[
\frac{1}{1^x} \sum_{\Pi \in \mathfrak{f}_x} \lambda_{\Pi}(t) \text{ as } x \to \infty
\]
for each \( t \) (and some uniformity).
(16) For the harmonic families this is achieved through the trace formula.

(...) For the algebraic families one uses techniques from monodromy groups of families (Grothendieck, Deligne, Katz).

(...) These are input into the explicit formula of Riemann-Guinand-Weil.

There are works by many people in the last 14 years studying low-lying zeros for various families, all are special cases of the general formation. Technically once the \( n \)-level densities are computed an important issue is the size of the support of \( \Phi \).
Two interesting recent developments:

1) Entin, Roditty, Rundick (2012) the show that for the original quadratic family, $X^2 = 1$, the $n$-level densities are

$$W_{\psi_p}^{(m)} \text{ for } \text{support} \hat{\phi} < (\sum |x_j| < 2)$$

This involves establishing an infinite set of complicated combinatorial identities. Their proof is similar to that of the "Fundamental Lemma".

They examine the $n$-level densities for $K$ a quadratic extension of $\mathbb{Q}_p(t)$, $p$ large, directly with the analogue of the above support condition on $\hat{\phi}$. They show that the
18) combinatorial identity needed is the same as that for $K^2$ and $Q$. Then averaging over $p$ and using Katz-5 they infer the combinatorial identities.

2) SHIN-TEMPLIER CONSIDER THE FOLLOWING GENERAL FAMILY (HARMONIC)

$G$ a reductive algebraic group $/Q$

$^\vee G$ its Langlands dual group

$\rho: ^\vee G \to GL_m(\mathbb{C})$ irreducible.

Assume that $G(R)$ carries discrete series and restrict to automorphic representations of $G(A)$ for which $T_\infty$ is discrete series and either their weights or levels or both increase.
The family of question are the $L$-functions

$$L(s, \pi, \rho), \quad \Pi \text{ as above.}$$

They compute the $L$-level density for this family and show that the symmetry type of $\gamma$ is

$$U(n), \text{Sp}(n), O(\infty)$$

according as the Frobenius-Schur indicator of $\rho$ is 0 (i.e. no invariant pairing), 1 (i.e. $\rho$ has a symmetric pairing), and -1 (i.e. $\rho$ has an alternating pairing).
For our general $\mathcal{Y}$'s one can compute (finite dimensional) Sato-Tate groups $H_{ST}(\mathcal{Y}) \subset \text{GL}_m(\mathbb{C})$ associated with the distribution (vertical) of $\lambda_{\pi}(t)$, $\pi \in \mathcal{Y}$.

Various indicators associated with $H_{ST}(\mathcal{Y})$ the determine the symmetry type of $\mathcal{Y}$.

$\Rightarrow$ Only the 4 ensembles corresponding to type III symmetric spaces arise. So at least for the theory of zeta functions it appears that these are the only relevant ones.
There are many applications of the distribution of the zeros and of the symmetry types for $\gamma$'s. Some are:

- Moments of zeta and L-functions (Keating-Snaith)

- Nonvanishing of L-functions at central points, Mordell-Weil ranks via BSD.

- Subconvexity and approximations to Lindelöf and Riemann.

At a more speculative level the symmetry is perhaps, as in the function field, connected to a nondegenerate pairing preserved in a spectral interpretation of the zeros.
New application to computational complexity:

- Factoring $N$: The fastest known algorithms are subexponential in $N$ and are probabilistic.
- Computing $\mu(N)$: The Mobius function $\mu(N)$ is $(-1)^t$ if $N$ is a product of $t$ distinct primes and zero otherwise. As far as is known computing $\mu(N)$ is as hard as factoring $N$.

$E/Q$ be an elliptic curve:

$$y^2 = ax^3 + bx + c, \text{ for } a, b, c \in \mathbb{Z}$$

$N(E)$ the conductor of $E$,

assume it is square-free

(See Booker-Hiary-Keating "Detecting square-free numbers" 2013)
\( W(E) = \pm 1 \) the root number of \( E \). It is given as a product of local root numbers \( W_p(E) \) for \( p \mid N \), it is essentially \( \mu(N) \).

Rubinstein - S (2014 in progress)

Give a subexponential in \( N(E) \) time Las Vegas algorithm to compute \( W(E) \). It does not involve factoring \( N(E) \) and for the running time (only) we assume GRH and Katz-S distribution of zeros for the family \( \mathcal{F} \) of elliptic curve \( L \)-functions.