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Abstract

This paper documents three empirical facts. First, consumption volatility relative
to income volatility rose from 1947-1960 and then fell dramatically by 75 percent from
the 1960s to the 1990s. Second, the correlation between consumption growth and
personal income growth fell by about 75 percent over the same time period. Finally,
absolute deviations of consumption changes from their mean exhibit two breaks in
U.S. data, and the mean size of the absolute deviations has again fallen by about 75
percent. First, I �nd that a standard benchmark permanent income hypothesis model
is unable to explain these facts. Then, I examine the ability of two hypotheses: a fall
in credit constraints and changing beliefs about the permanence of income shocks to
explain these facts. I �nd evidence for both explanations and �nd that these facts can
be almost completely explained by a model with learning about the nature of income
shocks and a reduction in credit constraints. Importantly, I �nd that estimated changes
in beliefs about the permanence of income shocks have substantial explanatory power
for consumption changes.
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1 Introduction

This paper establishes three facts about aggregate U.S. consumption. First, after rising

from the 1950s to the 1960s the standard deviation of consumption growth relative to income

growth fell 50% from the 1960s to the 1970s and then another 50% from the 1980s to the

1990s. Second, the response of consumption to income, or more exactly the correlation

between consumption growth and income growth, has fallen 75% over this same time period.

Finally, there appears to be two structural breaks in the size of average consumption changes

about their mean. One break occurs in 1955 and another break occurs in 1992. The total

fall in the average absolute deviation of consumption from its mean is again about 75%.

These facts complement the Great Moderation facts by noting that consumption volatility

has fallen more than we would expect based on the observed fall in income volatility. This

paper is not the �rst paper to suggest a changing relationship between consumption and

income. Stock & Watson (2002) estimate structural breaks in consumption. Dynan et al.

(2006) and Dynan et al. (2009) also note that the marginal propensity to consume appears

to have fallen substantially in U.S. data. However, this paper is the �rst to document all

these facts and the �rst paper to study the ability of di¤erent hypothesis (a reduction in

credit constraints and changing beliefs about the nature of income shocks) to explain them.

I model credit constraints using the Campbell & Mankiw (1990) "rule of thumb" frame-

work. In this model a fraction of consumers are credit constrained and their consumption

change equals their income change. I estimate a fraction of credit constrained consumers

that varies over time and use the credit constraint model to simulate a consumption series.

I examine how well this series replicates the consumption facts in the data.

From a theoretical standpoint it is not clear if reduced credit constraints would reduce

the volatility of consumption. If individuals want to smooth income shocks then reducing

�nancial constraints would make consumption smoother. However, if individuals want to

borrow to respond more than one to one with income shocks, as they should if shocks

are permanent, then reduced �nancial constraints could increase consumption volatility. I
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therefore model the nature of income shocks explicitly allowing for uncertainty as to whether

or not shocks are permanent or temporary. This model has two advantages: it allows one

to study the credit constraint model without making assumptions about the permanence

of income shocks and changing beliefs about the nature of income shocks may themselves

potentially explain the observed patterns in consumption volatility.

As pointed out by Deaton (1992), if income is stationary about a stable time trend, the

case where shocks are persistent but transitory, consumption changes exhibit less volatility

than income changes. However, if income is non-stationary and shocks are permanent,

consumption exhibits greater volatility than income. It is also known (Stock (1991) and

Cochrane (1988)) that distinguishing between these two models in samples the length of

the U.S. macroeconomic time series is very di¢ cult. Since these two income processes are

so di¢ cult to distinguish, one might expect consumers to have uncertainty as to which is

the true model. Their beliefs may change over time resulting in time varying consumption

volatility to income volatility. (The second to last paragraph of section 4.2.1 provides more

motivation to why consumers share this econometric uncertainty.)

To examine the plausibility of this hypothesis, I study a model based on the learning

model from Cogley & Sargent (2005). In my model, the agent believes the income process

is non-stationary with some probability and stationary otherwise. At each point in time

the individual, using Bayes�s Rule, �rst updates her beliefs about the parameters of the

two models, and then updates her beliefs about the probability that each model is true.

Based on these beliefs she then chooses her optimal level of consumption. Next, I examine a

special case of the model, where the individual knows the parameters of the stationary and

non-stationary model, but does not know which is the true model. From this model I can

simulate a consumption series and examine the ability of the model to capture the previously

outlined facts in U.S. consumption data.

First I �nd that two benchmark permanent income hypothesis models fail to predict the

fall in consumption volatility. Then, I �nd that only the learning model is able to explain
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the rise and fall in consumption volatility early in the sample. The credit constraints model

is consistent with an overall decline in the response of consumption to income, but cannot

explain the early rise in consumption volatility and its quick fall after 1960. Importantly,

I �nd only a model with learning about the income process can replicate the two breaks

estimated in the U.S. data. In contrast, simulated consumption from the credit constraints

model shows evidence of only one break. Finally, I �nd that the learning model�s implied

probability weights on the di¤erent income processes have substantial explanatory power for

consumption changes even controlling for changes in income, permanent income, and time

trends. In sum, both the learning model and the credit constraints model capture the decline

in consumption volatility relative to income volatility. However, learning is more consistent

with variation in consumption volatility early in the sample and is necessary to explain the

magnitude of the drop in consumption volatility. Finally, I �nd a model with learning and

credit constraints �ts the data best. One of the virtues of this paper is the simplicity of

the learning model. Estimation of the model does not use any information on the observed

patterns in consumption volatility. It is remarkable then that the model is able to match

the observed patterns in consumption data so well.

This paper relates to three important strands of the macroeconomics literature. First it

relates to the literature on learning in macroeconomic models (Evans & Honkapohja (2001)).

Like Cogley & Sargent (2005) it is an example of how relaxing the rational expectations

assumption in favor of learning can result in a signi�cantly di¤erent choice for the optimal

policy. However, there is a distinction between my work and theirs. In their model, the

optimal choice di¤ers because while the agent is fairly sure one model is correct, they harbor

some very small belief that another model could be true. The optimal policy under the model

that they believe is true would cause a disastrous outcome under the model they believe might

be true. Therefore this model, though mostly ruled out by the data, still in�uences optimal

policy. In my learning model, the two possible income processes are di¢ cult to distinguish

in small samples. Hence, learning about which process is true takes a long time. However,
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because consumption volatility is sensitive to small deviations from stationarity, the two

processes imply very di¤erent optimal policies. Learning then introduces a very di¤erent

choice of consumption relative to the no-learning model.

The paper also relates to some of the most recent research in the consumption literature.

Guvenen (2005) �nds that introducing learning about income into a life-cycle consumption

model changes many of the model�s predictions. Speci�cally, optimal consumption choices

are very di¤erent when one learns about the trend in income than when it is known. While

my paper also demonstrates how introducing learning can a¤ect model predictions, it focuses

on the relative likelihood of distinct models of the income process. Guvenen focuses on the

di¤erences in model predictions with learning about one parameter of the income process

versus when there is no learning. The paper also relates to Aguiar & Gopinath (2005). They

explain the di¤erences in consumption volatility relative to income volatility in di¤erent

countries. In their model, di¤erent countries have di¤erent ratios of consumption volatility

to income volatility because they have di¤erent income processes. In my paper, the variance

of consumption relative to income varies over time depending on the relative likelihood of

two di¤erent income processes.

Finally, this paper relates to the extensive literature on the Great Moderation. While an

extensive literature review would be out of place here, I note three papers most closely related,

Cecchetti et al. (2005), Dynan et al. (2006) and Cecchetti et al. (2006). Cecchetti et al.

(2005) show that the reduction in the standard deviation of consumption was accompanied

by a rise in debt level in the U.S., supporting the �nancial innovation explanation. Dynan

et al. (2006) show that estimated marginal propensities to consume seem to have fallen

over time. Cecchetti et al. (2006) relates change in consumption volatility across countries

to changes in estimated fractions of rule-of-thumb consumers. This paper di¤ers for three

reasons. First, the question is di¤erent. I ask if �nancial innovation can account for the fact

that consumption volatility has declined more than personal income volatility in U.S. data.

Secondly, I estimate a model of consumption with credit constraints and test the simulated
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consumption series directly to see if it is consistent with the decline in consumption volatility.

Finally, I solve an innovative learning model to see if it can explain features of the data that

the credit constraints model does not.

Other explanations have been proposed for the Great Moderation. McConnell & Perez-

Quiros (2000) argue that better inventory management has lead to a decline in the volatility

of output. It is unclear that this model makes predictions for the decline in consumption

volatility relative to income volatility, so I do not study this explanation. Clarida et al. (2000)

argue that better monetary policy has led to the moderation in economic activity. Stable

in�ation, by stabilizing ex-post real interest rates, could lead to smoother consumption. My

models abstract from variation in the real interest rate, but in section seven I show that

the largest fall in consumption volatility relative to income volatility was accompanied by a

substantial rise in the volatility of ex�post real interest rates, demonstrating the need for an

explanation not based solely on improved monetary policy.

The rest of the paper proceeds as follows. Section two describes the data I use. Section

three describes the empirical facts I attempt to explain. Four describes the credit constraint

and learning models. Five tests these models and section six provides more intuition for the

learning model�s predictions. Seven examines robustness to di¤erent parameter choices and

to allowing the real interest rate to vary. Section eight concludes.

2 Data

The data I analyze come from the National Income and Product Accounts (NIPAs)

available from the Bureau of Economic Analysis (BEA). The consumption data are estimates

of aggregate consumption of nondurable goods and services and the measure of income is the

personal income series. From the consumption series, I remove housing services. They do

not represent quarterly consumer decisions but imputations based on observed rental rates.

6



Data begin in 1947 and end in 20051. Series are transformed into a real, per-capita series by

de�ating with the nondurable consumption de�ator, the service consumption de�ator, and

the GDP de�ator respectively, and dividing by the total US population.

I pay particular attention to the distinction between accrued wages and distributed wages.

In general, �rms distribute most of the wages accrued or earned within a quarter. However, at

times �rms distribute wages early or late. Occasionally this di¤erence is large. For example,

in 1992:Q4 �rms distributed 63 billion dollars more in wages than employees earned, and in

1993:Q1 employees earned 72.1 billion dollars more in wages than �rms distributed. Similarly,

in 1993:Q4 �rms distributed 50 billion dollars more in wages than employees earned, and in

1994:Q4, employees earned 56.4 billion dollars more in wages than �rms distributed. These

discrepancies appear due to an increase in income tax rates in 1993 and 1994.2 These

distributions are large enough to a¤ect income variance estimates. They appear as large

shocks to income though they do not represent uncertainty but the e¤ect of known tax

rates. As a result, I assign to income all wages earned in a quarter regardless of how much

is distributed. However, this modi�cation does not e¤ect the conclusions of the paper.

3 Empirical Facts

This section establishes three facts about the aggregate U.S. consumption series. First,

the relative volatility of consumption to income rose early in the sample and then fell sub-

stantially over the last 45 years. Second, the correlation of consumption growth and income

growth has fallen over time. Finally, there are substantial breaks in the mean absolute
1As usual in the literature, consumption analysis is carried out using only data from 1955 onwards

avoiding the Korean War. As Campbell & Mankiw (1990) point out the National Service Life Insurance
(NSLI) bene�ts paid to WWII veterans in 1950:1 distort tests of the permanent income hypothesis.
In theory 1950:1 could e¤ect the estimates of the income process. To investigate this possibility, I re-

estimated the income process setting the 1950:1 observation to the mean of the previous quarter and the
following quarter, using only the 1955 onwards data, and with data removing personal current transfer
receipts, the component including the insurance payment. Results were very similar with these robustness
checks. Since the 1950:1 observation does not in�uence the results, I use all the income data to estimate
the processes. Because beliefs about the income process are central to this paper, I tie them to the data as
much as possible.

2I thank Kurt Kunze, an economist at the Bureau of Economic Analysis, for this insight.
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deviation of consumption growth from its mean, falling about 75% over the last 60 years.

3.1 Consumption Volatility Relative to Income Volatility

In Figure 1, I plot the rolling standard deviation of the normalized consumption change

divided by the rolling standard deviation for income growth. I use a window over the next

10 years and nondurables and services consumption.3 In my empirical analysis I focus on

the normalized consumption change �ct
yt�1

because Campbell & Deaton (1989) show that the

permanent income hypothesis makes sharp predictions for this quantity, especially its vari-

ance relative to income. Normalizing by consumption is problematic for the model because

consumption is a random walk and does not trend as it does in the data. However, for the

empirical analysis it does not matter if one normalizes by income or consumption (therefore

studying consumption growth). I found that the same facts hold for consumption growth.

As one can clearly see, consumption variance relative to income variance rises over time

reaching a peak around 1960 and then falls, quite dramatically by 50% from 1960 to 1970. It

remains constant for about 20 years before beginning to fall again in 1990 by an additional

50%: I obtained similar results (omitted) with nondurables alone, �nding a larger, but more

gradual decline beginning in 1960 and ending in 1980.

3.2 Time Varying Response of Consumption to Income

The data demonstrate that consumption changes appear to have moderated over time

relative to income changes. To get a parametric representation of this fact I estimate a time

3Standard errors are calculated using the GMM delta method formulas. See, for example, Cochrane

(2001), pp. 207. In short, let � = [E( �ctyt�1
)2 E( �ctyt�1

) E( �ytyt�1
)2 E( �ytyt�1

) ]0 and �(�) =

r
E(

�ct
yt�1

)2�E( �ct
yt�1

)r
E(

�yt
yt�1

)2�E( �ytyt�1
)
:

Then var(�) = 1
T

h
d�
d�

i0Pj=1
j=�1 cov(xt; xt�j)

h
d�
d�

i
where xt =

h
( �ctyt�1

)2 ( �ctyt�1
) ( �ytyt�1

)2 ( �ytyt�1
)
i
: I estimate

the covariance matrix using a Newey-West estimator with 5 lags.
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varying coe¢ cient in the following regression

�ct
yt�1

= �+ �t� ln yt + "t (1)

where ct is the NIPA value of real, per-capita, nondurable and service consumption and yt is

real, per-capita, personal income. I let �t take the form �t = �0 + �1t: I found that higher

order terms (quadratic and cubic) were not signi�cant. The results, in column 1 of table 1,

indicate that there is a signi�cant time varying component to � as �1 is statistically signi�cant

and negative. At the beginning of the sample period �t = 0:4; by the end of the sample

period �t is around 0:1: This result again shows a considerable moderation of consumption

relative to personal income. While income has moderated over this time, consistent with the

Great Moderation facts, consumption has moderated even more.

This is of course a simplistic way of measuring a marginal propensity to consume. Dynan

et al. (2009) estimate a marginal propensity to consume controlling for potential output,

interest rates, the unemployment rate and the index of consumer sentiment. They also �nd

a substantial fall in the response of consumption to income.

3.3 Breaks in the Variance of Consumption

Since consumption has moderated more than income volatility it is natural to examine

how much consumption has moderated. To investigate, I follow the methodology of Stock &

Watson (2002) and estimate a break in the mean of the absolute value of the residual from

the regression of the normalized consumption change on a constant.4

�ct
yt�1

= �+ �t (2)

j�tj = � + �1� + "t (3)

4I do not use an AR(1) speci�cation since the permanent income hypothesis implies consumption changes
should be uncorrelated. Also, I use all the consumption data, not just the post 1955 data as is the norm in
the literature, because the estimated break is very close to 1955, and Bai and Perron recommend looking for
a break only after the �rst 15% of the sample.
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To estimate � (the break dates) I use the methodology of Bai & Perron (1998) and the

algorithms and GAUSS code available in Bai & Perron (2003). The methodology, in addition

to providing a feasible way to estimate the structural break model, describes a sequential

method for estimating the number of breaks (allowing for the possibility of more than one

break). These methods consistently estimate the number of breaks and the proportion of

the sample that occurs before the break date occurs.

To estimate the number of breaks, Bai & Perron (1998) recommend the sequential ap-

plication of a test of l breaks versus the alternative of l + 1 breaks, called the supF (l + 1jl)

test. The procedure �rst tests one break versus the alternative of zero breaks, and then two

versus one and so on until the statistic fails to reject the null hypothesis. In addition, Bai

and Perron provide a test statistic, called the UD max statistic, that tests the hypothesis of

zero breaks against the alternative of k > 0 breaks where k is unknown. The estimates of

the break dates are those that minimize the sum of squared residuals in equation (3).

Table 2a presents the results from these tests5. The consumption series has two breaks:

one at 1955:4 and one at 1992:1. The means for each segment are :007; :004; and :002: This

implies a moderation in consumption volatility of 70%.

4 Explanations

This section outlines the two models I use to explain the fall in consumption volatility

relative to the fall in income volatility. The �rst model is a model of credit constraints

with a time varying fraction of credit constrained consumers. The second is a model of

learning where the true income process is unknown and therefore agents�beliefs about the

true process are changing over time.

5Estimated standard errors and con�dence intervals allow for heterogenity and autocorrelation in the
residuals using Andrews (1991) automatic bandwidth with AR(1) approximation and a quadratic kernel.
The residuals are AR(1) pre-whitened and the variance-covariance matrix is allowed to vary across segments.
See Bai & Perron (2003) for details.
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4.1 Credit Constraints

This section of the paper outlines a model with time varying credit constraints as an

attempt to explain the previously described empirical facts. Consumption may be very

volatile early in the sample because individuals are credit constrained but become less volatile

as more assets are accumulated or better consumption insurance becomes available. This

explanation would seem to have di¢ culty explaining why consumption volatility rises at the

beginning of the sample until the 10 years beginning in 1960. However, to investigate more

carefully, I use the approach of Campbell & Mankiw (1990).

In their setup, a fraction � of consumers are credit-constrained and increase consumption

one for one with increases in income. Therefore, I estimate this regression:

�ct
yt�1

= �+ �t� ln yt + "t (4)

where �ct is consumption change, � ln yt is the log income change, and "t is the innovation

in permanent income. Because � ln yt is correlated with "t one must use an instrumental

variables estimation procedure since ordinary least squares will be biased. I choose as instru-

ments the lagged income growth rate and the lagged change in the S&P 500 index. I found

that these instruments lead to the largest �rst stage F-statistics and inclusion of additional

instruments suggested by Campbell & Mankiw (1990)� for example lagged consumption

changes, savings rates, or interest rates�does not increase the power of the instruments. I

also found that using twice lagged instruments resulted in instruments that were too weak.6

I estimate several di¤erent polynomials in �; up to a cubic. For the cases where � varies by

time I instrument with the time interactions of the instruments as well.

The results of the estimation are in table 3. I �nd limited evidence of time variation in �:

In all cases from a linear trend to a cubic trend the time interactions have p-values greater

6As pointed out by Christiano et al. (1991), time aggregation bias can result in spurious rejection of the
permanent income hypothesis when one uses once laged instruments. To the extent this bias is a problem
though, it will tend to overetimate the importance of credit constraints.
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than 0:1. However, they do exhibit a downward trend. Next I simulate the credit constraints

consumption series setting:

�ccct = �t�yt + (1� �t)�c
pi
t (5)

where �yt is the change in current income and �c
pi
t is the change in consumption of a

permanent income consumer. In section �ve I report results for consumption changes with a

linear, quadratic and cubic trend in �: To estimate �cpit , I use the income processes described

in table 4 and the learning model described in the next section.

Admittedly the "rule of thumb" framework is a simplistic view of credit constraints. How-

ever, it has one main advantage. It gives a very precise prediction of how credit constraints

evolved over time. An alternative approach would write down a model where credit con-

straints vary over time and estimate the model using consumption data. While this approach

has its merits, one might worry that such a model is so �exible it could not fail to match the

data. That model would not give a true description of the evolution of credit constraints over

time but just the pattern of credit constraints one needs to replicate consumption patterns.

4.2 The Learning Model

4.2.1 Motivation

To motivate the learning model I analyze, I begin with an example from Deaton (1992).

He studies a basic version of the rational expectations, permanent income hypothesis model

and shows how sensitive its predictions for the volatility of consumption relative to income

are to the process assumed for income. In this model the representative agent maximizes:

1X
j=0

�ju(ct) (6)

subject to:

At+1 = (1 + rt+1)(At + yt � ct) (7)
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where At is the asset position, yt is labor income received, ct is consumption, and rt+1 is the

risk free real interest rate. Under the assumption of quadratic utility and a constant real

interest rate equal to the rate of time preference, consumption is a random walk equal to

the annuity value of total wealth.

ct = Et(ct+1) (8)

ct =
r

1 + r
At +

r

1 + r

1X
j=0

(1 + r)�jEtyt+k (9)

Now if we assume that the income process is of the form �(L)yt = �(L)"t, where �(L)

and �(L) are lag polynomials and "t is mean zero and serially uncorrelated, then as shown

by Deaton (1992) and Hansen & Sargent (1981)

�ct =
r

1 + r

�( 1
1+r
)

�( 1
1+r
)
"t (10)

This formula holds if applied to a detrended income series with a deterministic time trend or

if there is a unit root in the �(L) polynomial, so that the income process is non-stationary

and income shocks have permanent e¤ects.

Deaton (1992) then estimates a trend stationary and a di¤erence stationary model on

the real per capita income series and obtains:

yt = �+ 1:42yt�1 � :45yt�2 + 
t+ "t (11)

�yt = �+ :44�yt�1 + "t (12)

The �rst equation describes the dynamics of income around a stable, deterministic time

trend. In this case, shocks to income are persistent but eventually transitory. The second

equation imposes a unit root and sets the time trend to zero. Here, income shocks are

permanent. Using the formula (10) and the estimated income processes (11) and (12) and

setting the quarterly real interest rate r equal to 0:01, we �nd that under the �rst income
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process

�ct = :28"t

and under the second

�ct = 1:77"t

These models clearly predict an enormous di¤erence in the way consumption responds to

an income shock. They are also very di¢ cult to tell apart in time series of the length common

in macroeconomics. If we add yt�1 to equation (12) the two income processes become

yt = �+ 1:42yt�1 � :45yt�2 + 
t+ "t (13)

yt = �+ 1:44yt�1 � :44yt�2 + "t (14)

As one can see, if 
 is small, they have almost identical parameters on the lag values of

income. However, the slightly larger parameters in equation (14) are su¢ cient for income

shocks to change from being transitory to permanent and su¢ cient for consumption to change

from being very smooth to very volatile.

Given that the parameter values are so similar in the two equations it would seem that

these two models would be very di¢ cult to distinguish in small samples. This assertion is

con�rmed by Stock (1991), among others, who �nds, using 60 years of macroeconomic data,

that the con�dence interval for the largest autoregressive root in the GNP series (recall a

root above one implies the process is non-stationary) is (:6; 1:04) at the 90% level and (:634;

1:029) at the 80% level.

Of course uncertainty on the part of the econometrician does not necessarily imply that

the agent shares this uncertainty. However, given that the uncertainty for the econometrician

is so large, it seems warranted to explore the assumption that the agent shares some of this

uncertainty. Consequently, she puts a non-zero probability on each of these models being

true at any given point in time. Moreover, these weights will change over time as more
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evidence is amassed for the stationary or non-stationary model. Since these models imply

very di¤erent reactions to income shocks the model will make important predictions for

consumption variance that di¤er markedly from a model without learning.

While this model may seem based on a di¢ cult econometric problem, too far detached

from the decision making of individuals, I believe it captures two important features of

consumption decisions. First, imagine a situation like the 1990s where the economy begins

to grow faster. Two views of the world may emerge: the �rst, the new era view, espouses

that the gains are permanent. A second, more pessimistic view, would be that the gains

are temporary and the economy will eventually return to trend. If uncertainty about these

two views is important, when the recession of 2000 comes along and gives evidence against

the new era view, one could imagine an additional e¤ect on consumption from changes in

beliefs, over and above the direct e¤ect of the income shock. Second, note that the U.S. has

done comparatively well over the last 50 years returning often to a stable trend. One could

imagine that, after seeing this repeated pattern, agents will become more con�dent in the

U.S. economy, and react less to recessions, seeing them as temporary deviation from trend.

To demonstrate that these types of changing beliefs are important for consumption de-

cisions, I now develop a model that will allow the agent to have changing beliefs about the

nature of the income process. Then I demonstrate that the model captures several features

of the consumption data outlined in the previous empirical section.

4.2.2 The Full Model

The learning model in this paper comes from Cogley & Sargent (2005). While their paper

is concerned with how uncertainty about the trade-o¤ between in�ation and unemployment

e¤ects the monetary authority�s optimal policy, their model is equally applicable to inferences

about the income process in a model of consumption choice.

In the learning model, there are two models of the income process indexed i = s; ns
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which can be written in regression form yt = x
0
t�t + "t: For the stationary model we have

yt = �+ �
s
1yt�1 + :::+ �

s
pyt�p + 
t+ "

s
t (15)

for the non-stationary model we have

�yt = �+ �
ns
1 �yt�1 + :::+ �

ns
p�1�yt�(p�1) + "

ns
t (16)

Letting Zt represent the joint history of Yt and Xt up to time t; the agents prior beliefs

on the parameters for each model are given by:

p(�j�2; Zt�1) = N(�t�1; �
2P�1t�1) (17)

p(�2jZt�1) = IG(st�1; vt�1) (18)

�t�1 is the parameter estimate based on t � 1 data, �2P�1t�1 is the estimate of the variance-

covariance matrix of b�t�1, st�1 is the residual sum of squares and vt�1 is the degrees of freedom
for estimating variance of the residuals (t� k). IG is the inverse gamma distribution.

Maximum likelihood implies the parameters are updated recursively according to

Pt = Pt�1 + xtx
0
t (19)

�t = P�1t�1(Pt�1�t�1 + xtyt) (20)

st = st�1 + y
0

tyt + �
0

t�1Pt�1�t�1 � �
0

tPt�t (21)

vt = vt�1 + 1 (22)

Next the agent updates the probability weights on each model. For each model the

marginalized likelihood is

mit =

Z Z tY
s=1

p(ysjxs; �i; �2i )p(�i; �2i )d�id�2i (23)
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and the probability weight is wit = mitpi;0, where pi;0 is the prior probability on model i:

To calculate the marginalized likelihood Cogley & Sargent (2005) note that Bayes�s rule

implies, for any �i; �2i :

p(�i; �
2
i jZt) =

tY
s=1

p(ysjxs; �i; �2i )p(�i; �2i )

mit

(24)

mit =

tY
s=1

p(ysjxs; �i; �2i )p(�i; �2i )

p(�i; �2i jZt)
(25)

Therefore,

wi;t+1
wi;t

=
mi;t+1pi;0
mi;tpi;0

(26)

= p(yt+1jxt+1; �i; �2i )
p(�i; �

2
i jZt)

p(�i; �2i jZt+1)
(27)

As Cogley & Sargent (2005) show, this expression can be evaluated analytically since:

p(yt+1jxt+1; �i; �2i ) = N(yt+1 � x
0

t+1�i; 0; �i) (28)

p(�i; �
2
i jZt+1) = N(�i;b�t+1; �iP�1t+1)IG(�i; st+1; vt+1) (29)

where N and IG indicate the normal and inverse gamma probability density functions re-

spectively. There are analytical expressions for both distributions. Finally, to get the actual

probabilities for each model one normalizes the weights to sum to one:

pNS;t =
wNS;t

wS;t + wS;t
(30)

pS;t = 1� pNS;t (31)
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4.2.3 Model For Empirical Analysis

While the dynamic path of pNS;t implied by the model can be calculated from income

data once pNS;0 (the prior belief that the non-stationary model is true) and the lag length

p are speci�ed, the model is di¢ cult to use for empirical analysis for two reasons. Firstly,

the constant reevaluation of parameters introduces a substantial source of variation in con-

sumption. New information changes the parameter estimates and the forecast of permanent

income introducing an important source of variation. This source can be very large espe-

cially early in the sample when the number of observations are small, obscuring the e¤ect of

changing inferences about the type of income process.

The second di¢ culty with implementing this model directly is the presence of small

sample bias in estimates of the stationary model. As noted by Andrews (1981), Hurwicz

(1950), Kendall (1954), and Marriott & Pope (1954), ordinary least squares and maximum

likelihood estimates are biased downwards when the largest autoregressive root is near one,

i.e. the model is very close to being non-stationary. Since the stationary model is close to

being non-stationary, even after detrending, estimates of its parameters are biased in small

samples. This e¤ect makes the estimates of pNS;t unreliable.

To overcome these challenges I sidestep learning about the parameters of each model and

focus on learning about which type of model is the correct model. Under this assumption,

the agent places probability one on one set of parameters f�i;�ig, and probability zero on all

others, equation (27) simpli�es to

wi;t+1
wi;t

= p(yt+1jxt+1; �i; �2i ) (32)

and the dynamics of the probability are given by

wNS;t+1
wS;t+1

=
p(yt+1jxt+1; �NS; �2NS)wNS;t
p(yt+1jxt+1; �S; �2S)wS;t

(33)

pS;t =
1

1 +
wNS;t
wS;t

(34)
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The parameter values the agent uses to evaluate the likelihood of each model (given in

table four) are the OLS estimates on the full income series. One can think of these parameters

as the most likely parameter values for the non-stationary and stationary model (conditional

on the lag length).

Given these probabilities, consumption is de�ned by a modi�cation of (9).

clt =
r

1 + r
At +

r

1 + r

1X
j=0

(1 + r)�j [ps;t (Etyt+kjS) + pns;t (Etyt+kjNS)] (35)

with the budget constraint given by (7).

The consumption model makes simpli�cations. I assume constant interest rates and

quadratic utility to get a closed form solution. Many current consumption models allow for

constant relative risk aversion utility, idiosyncratic shocks to labor income, variation in the

interest rate, and a zero lower bound on assets. These modi�cations improve the model�s

realism. However, to highlight the role for changing beliefs I use the simplest model possible.

While these additional complications to the consumption model may further improve the �t

of the model, there is no reason to think that they would reduce the ability of learning to

explain the data. And while variation in the real interest rate could be responsible for the

changing volatility of consumption, I show in section 7 that the real interest rate became

more volatile over the time that relative consumption volatility was falling.

While it may seem unorthodox to have learning in the type of model, but not the parame-

ters of the model, the assumption can be justi�ed. Start with the strict rational expectations

model of consumption. Here the agent knows the true model of income and the parameters

of that model. As argued above, there is considerable uncertainty about which model is the

correct model of the U.S. income time series even after 60 years of data (Stock (1991)). This

fact motivates me to study a model with uncertainty about which model is the true model.

In addition, I could step further from the rational expectations benchmark and introduce

uncertainty about the parameters of each model. However there is a less compelling case to
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do so. In a long time series it is still di¢ cult to tell these two processes apart, however it is

not hard to get precise estimates of the parameters of each model. Of course, by ignoring

learning in the parameters I will miss potentially interesting variation in consumption that

come from changes in the parameters of the model, e.g. the trend in the stationary model.

While not denying that this is an interesting avenue for future research, it is not the main

focus of this paper. This paper�s main focus is the interesting variation in consumption that

stems from uncertainty about the stationarity of the income process and whether or not

adding this uncertainty can explain the observed patterns in consumption volatility.

4.2.4 Overall Volatility and GMM Estimates

It should be clear that the learning model is tightly parameterized. The parameters for

the income processes come only from estimating the income processes on income data. No

information about consumption is used. The only free parameters then are the lag length and

the prior belief at the beginning of the sample in 1947. I choose the lag-length based on the

Schwarz-Bayesian information criterion (results are in table 4b.). I choose the prior in 1947

by matching the variance of normalized consumption changes in the data with consumption

changes from the model. I show in section 7 that the results of this paper are robust to

di¤erent prior and lag-length choices. I examine nondurable consumption and services7.

Formally, to match the variance in the model to that in the data, let the errors of the

model take the form

ut(pns;0) =

 
�cdt
yt�1

� �c
d
t

yt�1

!2
�
 
�csimt (pns;0)

yt�1
� �c

sim
t (pns;0)

yt�1

!2
(36)

where the bar above the variable indicates the mean, the sim superscript denotes consump-

7Since not all consumption is included in these categories, I normalize the consumption from the model
measure. This transformation involves scaling consumption in the model by the ratio of the mean level
of consumption in the data with the mean level of income. One could normalize by the share in total
consumption as well. Doing so would result in a di¤erent estimate of the prior, but would not e¤ect any
other aspects of the analysis.
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tion from the learning model, and the d superscript denotes the consumption data. De�ne

gT (pns;0) = ET [ut(pns;0)] (37)

S =
1X

j=�1
E[ut(pns;0)ut�j(pns;0)

0] (38)

Then

dpns;0 = argmin
pns;0

gT (pns;0)
0dS�1gT (pns;0) (39)

var(dpns;0) =
1

T

�
@gT (pns;0)

@pns;0

0dS�1@gT (pns;0)
@pns;0

��1
(40)

Results of this GMM estimation are in table 5b. I estimate the prior for the learning

model and the credit constraints model where the permanent income consumer is modeled

as a consumer who learns. The prior, in the learning model is estimated to be 0:22 with

a Newey-West standard error, with 5 lags, of 0:045. The resulting con�dence interval is

[0:133; 0:309]: The prior, in the credit constraints model with learning is estimated to be

0:20 with a Newey-West standard error, with 5 lags, of 0:055. The resulting con�dence

interval is [0:093; 0:309]: Interestingly a prior of zero is the standard permanent income

hypothesis model with a stationary income process, while a prior of one is the standard

permanent income hypothesis with a non-stationary income process. These alternatives are

clearly outside the con�dence bands.

Table 5a presents the standard deviations of normalized non-durable and services con-

sumption changes. The standard deviation in the data is 1:272 which the learning and credit

constraints model with learning matches. The credit constraints model without learning

predicts a standard deviation of 1:035. The standard permanent income hypothesis models

fair poorly. (The predictions of these models are calculated using equations (7) and (9).)

The model with a stationary income process predicts a standard deviation of 0:44 and the

model with a non-stationary income process predicts a standard deviation of 4:45:
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5 Testing the Models Empirically

This section reports the results from empirical analysis of the credit constraints model,

the learning model, the credit constraints model with learning, and two versions of the stan-

dard permanent income hypothesis model, one with a stationary income process and one

with a non-stationary income process. I take these versions of the standard permanent in-

come hypothesis models as benchmark models to improve upon and show that the learning

and credit constraints modi�cations are necessary to general time varying volatility in con-

sumption relative to income. To generate the predictions of the learning model, I calculate

the consumption series from equations (35) and (7). To calculate the predictions of the

no-learning models I use equations (9) and (7).8 To calculate the prediction of the credit

constraints model with learning I use equation (5) and permanent income forecasted from the

learning model. For the credit constraints model without learning, I focus on the model with

a linear trend in credit constraints and income described by a stationary income process. I

report results for other credit constraint trends and for the non-stationary income process.

However, since the higher order terms do not improve the �t of the model much and the

version with a non-stationary income process �ts so poorly, I do not dwell on these models.

Estimates of the non-stationary and stationary models for income are in table 4a. These

estimates are based on a lag length p equal to �ve.9 For the learning model I calibrate the

prior belief as described in the previous section. As I will show in section 7, the results are

robust to a range of choices for the prior and the lag length.

8Since the income processes is estimated using log income, forecasting permanent income is complicated
by the fact that E[yt] 6= exp(E(ln yt)): However, using the estimated parameters and shocks, and simulating
the possible paths of income, I found that the error in calculating permanent assuming the above inequality
is an equality income was 1% of permanent income for the non-stationary process and :01% for the stationary
process. Moreover, it does not vary over time. I therfore use exp(E(ln yt)) to calculate E[yt].

9To choose the lag length I applied the Schwarz-Bayesian Information Criterion to detrended income and
the log change in income. Results, in table 4b, show the information criterion is minimized at p = 5. Results
were similar using the Akaike Information criterion or the Hannan and Quinn information criterion.
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5.1 Dynamics of the Relative Variances of Consumption and In-

come Growth

Figure 2 plots the agent�s probability weight on the non-stationary income model implied

by the learning model. Recall, the initial prior is 0:22 in 1947. As is evident from the graph

the probability rises reaching a peak in 1962 and then falls, non-monotonically, putting

more and more weight on the stationary model as time passes. This graph suggests that

consumption variance relative to income variance would rise early in the sample and fall

later on. We saw that this was in fact true in U.S. data (�gure 1), so now we examine how

well the model actually captures this pattern.

Figure 3 plots the predictions for the relative variance of consumption to income from the

models without learning. The no-learning, non-stationary income model predicts the ratio

should be roughly constant. It also overestimates the level of the ratio. The no-learning,

stationary model again predicts this ratio should be �at and substantially underestimates its

level. In contrast, the learning model, shown in the last panel of Figure 3, does much better

than these benchmark models. It predicts a rise and fall in consumption volatility. There

is a clear rise and fall in consumption variance relative to income variance, peaking at the

same time as the peak in the data. However, the model predicts too much variance at the

beginning of the sample and too little at the end of the sample. It is important to underscore

that the learning model replicates the rise and fall in the variance of consumption without

using information on consumption data. It is quite remarkable that the model replicates this

distinctive consumption pattern using probabilities calculated only from income data.

Figure 4 examines the ability of the credit constraints model with and without learning to

match this fact. The credit-constraint model with a declining linear trend and a stationary

income process can explain the magnitude of the overall decline but can not explain the

rise and fall of volatility centered around 1960. (Figure 5 reports the results for cubic and

quadratic trends and for a non-stationary income process. The cubic and quadratic trends

do little to improve the �t; with a non-stationary income process the model predicts an
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increase in consumption volatility.) It also cannot explain the steepness of the drop after

1960; it predicts a more gradual decline.

These limitations of the model are solved by adding in the learning model to the credit-

constraints model. As one can see in the bottom panel of �gure 4, this model tracks the

early rise and fall of consumption volatility almost exactly. Its sole discrepancy is predicting

that volatility should continue to fall gradually after 1970 when in fact the fall was more

abrupt, and occurred later around 1990.

The last panel also highlights an important contribution of the learning model. If loos-

ening of credit constraints are an important contributor to the reduction in consumption

volatility it is important to have a good model of consumption choice absent credit con-

straints. The credit constraints model is sensitive to the choice of income process. If the

income process is stationary, the rule of thumb model gives the correct qualitative result.

However, if the income process is non-stationary the reverse is true �consumption becomes

more volatile as credit constraints loosen. One can view the learning model as complet-

ing the credit constraints model. It allows one not to impose an income process in face of

uncertainty as to which process is correct and brings the model closer to the data.

5.2 Time Varying Response of Consumption to Income

In section three I found that in the, following regression

�ct
yt�1

= �+ �t� ln yt + "t (41)

�t fell over time (�t = �0 + �1t with �0 = 0:4 and �1 = �0:0013): Table 1 reports the

ability of the di¤erent models to match this fact. We �rst see that the models without time

varying credit constraints or learning (labeled NS and S) cannot match this fact (�1 is not

signi�cantly di¤erent from zero). Both the learning model and the credit constraints model,

improve over the benchmark models; these models predict a fall in � over time. For the
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learning model �0 = 0:7 and �1 = �0:003 and for the credit constraint model �0 = 0:5 and

�1 = �0:0012: The learning model predicts a larger fall than is in the data. However, adding

the time varying credit constraints to the learning model brings it much closer to the data.

In this case �0 = 0:68 and �1 = �0:0019. The basic time varying credit constraints model

comes closest to matching the data. This is perhaps not surprising as credit constraints are

modeled linearly as is the fall in consumption correlation in this regression.

5.3 Breaks in the Variance of Consumption

In section three I measured breaks using the following set of regressions.

�ct
yt�1

= �+ �t (42)

j�tj = � + �1� + "t (43)

Table 2 presents the results from this estimation. The nondurables and services series was

estimated to have two breaks one at 1955:4 and the other at 1992:1. The means for each seg-

ment are 0:007; 0:004; and 0:002: The simulated consumption series from the learning model

is estimated to have two breaks the �rst occurring in the third quarter of 1965.10 While

several years from the break estimated in the data, it is within the estimated con�dence

intervals for the break dates in the data, 1952:4-1966:1. The second break occurs at 1982

which is outside the con�dence interval for the break date of 1992:1 in the data. The respec-

tive means for each segment from the consumption model with learning are 0:005; 0:002; and

0:001. The model matches both the number of breaks and the relative magnitudes of the

change. However, the break dates do not line up exactly. None of the consumption measures

from the benchmark standard no-learning permanent income models show evidence of any

breaks. Consumption data from the model with credit constraints show only one break at

1958. It needs an additional factor to create variation in its consumption volatility. That

10One can think of these breaks as "measured breaks" since the simulated data does not have discreet
breaks in consumption variance.
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additional factor is provided by adding learning dynamics to the credit constraints model.

This model shows evidence of two breaks similar to the plain learning model.

5.4 Relation Between Consumption Changes and Probability Changes

The last few subsections argued that a learning model with changing probability weights

on the non-stationary model is consistent with the observed change in the variance of con-

sumption over time. This subsection extends that argument. In the data large changes in

consumption are associated with large changes in the estimated probability that the non-

stationary model is true. I �nd that this fact is replicated by the learning model.

To motivate this section�s analysis, imagine we wanted to investigate the hypothesis

that changes in beliefs in�uenced consumption choice. Then to test this theory we might

want to identify the points in time that resulted in the largest changes in beliefs and see

if consumption changed more at those times than would be predicted based on changes

in permanent income. Since my model identi�es how much beliefs should change at each

point in time, I can use my estimated beliefs to examine if changes in beliefs help explain

consumption changes controlling for other factors that in�uence consumption. To this end,

I estimate the following regression on the consumption data11:

�����ctyt�1
� �ct
yt�1

���� = �+ � ���ps;t ��ps��+ 
Xt + "t (44)

where ct is the NIPA measure of nondurable and service consumption, ps;t is the estimated

probability the stationary model is true (note this is a function only of the income data

and not of the consumption data), and Xt is a vector of control variables including a time

variable, the time variable squared,
��� lnPIt �� lnPI�� where PI stands for permanent

income measured from either the stationary or non-stationary model and
��� ln yt �� ln y��

where yt is personal income.

11Results are similar for using squared deviations instead of the absolute value of deviations. However, I
choose the absolute value to mitigate the potential for outliers to in�uence the results.
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The results in table 6 indicate that the absolute value of the probability change is a

signi�cant predictor of the absolute value of the consumption deviation from its mean. The

coe¢ cient � = 0:06 and is signi�cant at the 1% level. In addition, the R2 of the regression

increases by 20% when the probability term is included. I obtain this signi�cance even

controlling for changes in income, changes in permanent income, and a quadratic time trend.

In other words, large changes in the estimated probability are associated with large changes

in consumption controlling for changes in income, permanent income, and time trends.

Table 6 reports the ability of the di¤erent models to replicate this fact. The benchmark

models without learning or time-varying credit constraints are unable to replicate this fact.

The model with learning naturally replicates this fact with a � = 0:2: However, the coe¢ -

cient is too high. On the other hand, the model with credit constraints, while predicting a

signi�cant coe¢ cient, has � = 0:02 which is too low. Putting the credit constraints model

together with the learning model gets a coe¢ cient that is close to correct, � = 0:08:

6 Mechanism of the Learning Model

To better explain the internal mechanisms of the learning model, I discuss two implica-

tions of the model in more detail. First, I examine the largest movements in the probability

the stationary model is true and show that they roughly accord with intuition. When above

trend growth continues to be persistent we move toward the non-stationary model and when

above trend growth returns to trend we move towards the stationary model. Second, I de-

compose the consumption variance in the learning model into variance due to changes in

permanent income and those due to changes in the estimated probability weights on each

income model. I show that the large run up in consumption volatility early in the sample is

due to the changing probability weights on each income processes.
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6.1 Largest Movements in the Income Process Probability

Recall, from (33), the dynamics of the income process probability are given by

wNS;t+1
wS;t+1

=
p(yt+1jxt+1; �NS; �2NS)wNS;t
p(yt+1jxt+1; �S; �2S)wS;t

(45)

=
p("NSt+1)wNS;t
p("St+1)wS;t

(46)

pS;t =
1

1 +
wNS;t
wS;t

(47)

Table 7 lists the four dates when the
p("NSt+1)

p("St+1)
are highest, and the four dates when they are

the lowest, in order to build intuition for the mechanisms of the model. As one can see, the

dates that provide the best evidence for the stationary model are the dates where robust

income growth is followed by a strong contraction in income growth or vice versa. The largest

movement towards the stationary model occurs during the �rst quarter of 1950. Very slow,

slightly negative growth was followed by very robust growth of 26.8% at an annual rate.12.

Similarly income grew in 1980 at an annual rate of -6.5%, compared to a full sample mean

of 2.2%. In the previous three quarters it had averaged 3.5%. This reversal in the growth

rate of income provides evidence for the stationary model against the non-stationary model.

A similar story emerges from examining the periods of time that lend the strongest

support to the non-stationary model. In the �rst quarter of 1949 income growth fell at

an annual rate of -11.7% after two quarters of low growth. This observation supports the

non-stationary model versus the stationary model which expects more of a return to trend.

Similarly, in the fourth quarter of 1972 strong growth is followed by very strong growth of

over 12%. This observation again favors the non-stationary model over the stationary model.

Finally, above average growth is followed by very high growth of 6.56% in the �rst quarter

12As noted in the data section (2.1) this large growth is partially the result of a one time government
transfer of life insurance bene�ts to WWII veterans, though there is evidence of real economic growth as
well. As noted in the data section care has been taken to make sure this observation does not bias the results.
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of 1989, again favoring the non-stationary model.

The only exception to this general pattern occurs in the third quarter of 1959 when robust

growth followed by slow growth favors the non-stationary model. This occurs because, if one

goes a bit father back in the data, there was a strong contraction in income growth. As a

result, the stationary model still expected more robust growth in 1959 than occurred, while

the non-stationary model expected less. Finally, it is interesting to note that these dates

are slightly overrepresented during recessions. Of the top �ve movements towards the non-

stationary model and top �ve movements towards the stationary model 30% occur during

recessions (40% occur during or at the border of a recession), while only 20% of the sample

dates are during recessions. This observation suggests that recessions, and big movements

in income in general, tend to have large revelatory power about the income process.

6.2 Decomposition of Consumption Variance

Figure 6 decomposes the variance in consumption relative to income from the learning

model into the variance due to permanent income and variance due to changes in probability.

Equation (35) can be rewritten to describes the change in consumption:

�clt =
r

1 + r
[ps;t�PISt + pns;t�PINSt + (ps;t � ps;t�1) (PISt�1 � PINSt�1)] (48)

where�PISt =
P1

j=0(1+r)
�j [Et � Et�1] (yt+jjS) ,�PINSt =

P1
j=0(1+r)

�j [Et � Et�1] (yt+jjNS) ;

P ISt�1 =
P1

j=0(1 + r)
�jEt�1 (yt+jjS) and PINSt�1 =

P1
j=0(1 + r)

�jEt�1 (yt+jjNS) :

Therefore we can decompose the change in consumption into changes due to permanent

income shocks and changes due to changes in beliefs:

�ct = �c1t +�c
2
t (49)

�c1t =
r

1 + r
[ps;t�PISt + pns;t�PINSt] (50)

�c2t =
r

1 + r
[(ps;t � ps;t�1)(PISt�1 � PINSt�1)] (51)

29



A standard variance decomposition gives:

V ar

�
�ct
yt�1

�
= V ar

�
�c1t
yt�1

�
+ V ar

�
�c2t
yt�1

�
+ 2Cov

�
�c1t
yt�1

;
�c2t
yt�1

�
(52)

Figure 6 contains the results from this variance decomposition, normalized by the variance

of the income growth rate. Note that I report the variance of �ct
yt�1

predicted by the model,

divided by the variance of income. This is not directly comparable to Figure 3 which plots

the ratio of standard deviations, however the standard deviation, being non-linear, does not

decompose easily. All variances are calculated using the data from the starting date up to

10 years ahead of the date. As one can see, there is a large rise and fall in �c2t and the

covariance term early in the sample. This drives much of the rise in consumption volatility

early in the sample. However, by 1963, as learning has reduced the volatility of the changes

in probability, most of the variance of consumption is given by the shocks to permanent

income (�c1t ) and the continued fall in the variance of consumption is due to the increased

weight put on the stationary model.

7 Robustness

7.1 Lag length and prior choice

One of the nice features about the learning model is its tight parameterization. There

are only two main parameters that need to be set: the �rst is the lag length of the income

process and the second is the initial weight put on the non-stationary model. Figure 7

explores the sensitivity of the results to di¤erent choices for the prior probability. I plot the

consumption standard deviation ratio from the bottom panel of �gure 3 with an initial prior

of 0:22 and for a lag choice of 3; 4; 5; 6, and 7. Then I plot the same �gure for priors on the

non-stationary model of 0:1; 0:2; 0:3; 0:4; and 0:5 with a lag length of 5.

As seen in column one of Figure 7, the initial rise in consumption variance relative to
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income variance and the subsequent fall are present for all lag lengths. Moreover, the �t

gets better as the lag length increases; the �t is good for any lag � 5 and the �t deteriorates

only slightly for lag lengths of 4 and 3 (This deterioration is due to the large change in

the probability associated with 1950:1). Similarly the initial rise and fall in consumption

variance relative to income variance is visible for all priors. Increasing the prior only serves

to raise the mean level of consumption variance but does not e¤ect the dynamics.

7.2 Real Interest Rate Volatility

All the previous analysis assumed that the real interest rate is constant. However, if the

real interest rate varies then the consumer�s log linearized Euler equation generalizes to (see,

for example, Hall (1988)):

�ct = �+
1



rt + "t (53)

Therefore, interest rate volatility can be an independent source of consumption volatility.

To see if interest rate volatility can explain the observed consumption variance, I replot the

rolling standard deviation of consumption volatility of �gure 2 along with the standard devi-

ation of the rate on the three month t-bill minus the expost rate of in�ation measured with

the GDP de�ator. The plot, in �gure 8, shows that interest rate volatility has the opposite

pattern as consumption volatility. It was lowest in the 1960s, when consumption variance

relative to income variance was highest, and was highest during the 1970s when consumption

volatility was falling relative to income volatility. Therefore, variation in the real interest

rate can not explain the observed pattern of consumption volatility. Consumption volatility

fell despite increased real interest rate volatility.

This �gure casts doubt on the ability of monetary policy to explain the relative fall in

consumption volatility. The 1970s was a time of poor monetary policy, with high in�ation,

but the relative volatility of consumption actually fell. Something acted to smooth consump-

tion. It was not better monetary policy and low in�ation in the 1970s. Monetary policy may
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be important for explaining absolute changes in consumption or income volatilities. It also

may have a role in the relative decline of consumption volatility in the 1990s. However, this

�gure shows that monetary policy is not the whole story.

8 Conclusion

This paper studies three empirical observations. First, after an increase early in the

sample, the standard deviation of consumption growth relative to income growth fell by

75%. Similarly the correlation between consumption growth and personal income growth

has also fallen by about 75%. Finally, the consumption series has three estimated breaks

in the absolute deviation of consumption from its mean. The fall from the highest mean

deviation to lowest mean deviation is again about 75%.

I examine two explanations of these facts. The �rst is that a fall in the fraction of

credit constrained consumers has lead to a reduction in consumption volatility relative to

income volatility. While this model captured the fall in consumption volatility it was unable

to capture the rise in consumption volatility early in the sample and the steepness of the

decline after 1960. It also left open the question of how an unconstrained consumer would

respond to an income shock, since if income shocks are permanent, relaxing credit constraints

could make consumption more volatile. To address these shortcoming, I studied a model with

an agent who learns about whether or not income shocks are permanent or transitory. This

model was consistent with the overall shape of the relative volatility of consumption to

income over time and adding this model to the credit constraints model resulted in a model

that explained the empirical facts highlighted in this paper.

There are two topics for future research suggested by this paper. First, it would be

interesting to embed this learning mechanism in a general equilibrium model to see the

predictions for GDP volatility. Given the decline in GDP volatility documented by Stock &

Watson (2002) among others, it would be interesting to discover if this learning mechanism
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can account for some of this reduction. Second, the theoretical insights of the model are

applicable to any situation where there is uncertainty about the future expectation of a

variable and that uncertainty is large enough to justify di¤erent outcomes of the choice

variable. Therefore, the type of learning mechanism proposed here can be applicable more

broadly outside the aggregate consumption dynamics literature. For example, in the work

by Guvenen (2005), he argues that it is di¢ cult to distinguish at the individual level between

a trend model in income with mildly persistent shocks and a model without trend and very

persistent shocks. While he chooses to study a model with the �rst income process and

learning about the parameters of the process, it would also be possible to study a model

with uncertainty about which is the true process and use the learning mechanism of this

paper to study beliefs, consumption choice and asset prices under that uncertainty. Finally,

the credit constraints model in this paper, while highly tractable, is also simplistic. A more

structural approach that uses a detailed model to estimate credit constraints by trying to

match moments on �nancial data (e.g. household debt) may yield additional insight into the

impact of credit constraints on consumption volatility.
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Table 2a: Breaks in Consumption Volatility

Data Non-Stationary Stationary Learning Rule of Thumb Learning and ROT
supF(1|0) 9.44* 2.39 2.38 13.3* 10.1* 9.06*
supF(2|1) 24.12* 2.31 3.8 8.65* 6.51 10.03*
supF(3|2) 0.78 7.35 5.03 1.43 2.93 2.61

UD Max 19.42* 3.64 3.71 13.3* 10.1* 9.85*

Break Date 1 1955:4 -- -- 1965:3 1958:1 1959:3
90% CI 1952:4-1966:1 -- -- 1965:3-1980:1 1957:3-1966:2 1958:4-1974:3

Break Date 2 1992:1 -- -- 1982:1 -- 1984:3
90% CI 1991:2-2000:4 -- -- 1977:2-1993:4 -- 1978:1-1995:4

δ1 0.007 -- -- 0.005 0.005 0.005
(0.0007) -- -- (0.0005) (0.0004) (0.0005)

δ2 0.004 -- -- 0.002 0.002 0.003
(0.0003) -- -- (0.0005) (0.0002) (0.0003)

δ3 0.002 -- -- 0.001 -- 0.002
(0.0005) -- -- (0.0004) -- (0.0004)

Table 2b: Critical Values for the Tests
10% 5% 1%

supF(1|0) 7.04 8.58 12.29
supF(2|1) 8.51 10.13 13.89
supF(3|2) 9.41 11.14 12.66
UD Max 7.46 8.88 12.37

Critical values come from Bai and Perron (2003).

This Table reports the results from testing for a break in the residual of the normalized consumption change regressed on a constant. The means of 
the residual are given by δ, for before and after the breaks. supF and UDMax are tests for l+1 breaks vs. l and any breaks respectively and the 
critical values for the tests are given in Table 2b. Star denotes >= 10% significance.

Benchmark Models



Table 3: Credit Constraint Regressions

Δct/yt-1 Δct/yt-1 Δct/yt-1 Δct/yt-1

Income Growth 0.445*** 0.804*** 1.604** 1.302
[0.115] [0.289] [0.768] [1.56]

(time/100)*Income Growth -0.003 -0.019 -0.005
[0.0017] [0.0127] [0.043]

time/100 0.001 0.008 0.018
[0.0009] [0.0059] [0.022]

(time/100)2*Income Growth 0.607 -0.831
[0.450] [3.618]

(time/100)2 -0.002 -0.010
[0.002] [0.019]

(time/100)3*IncomeGrowth 0.399
[0.915]

(time/100)3 0.002
[0.0047]

Constant 0.003*** 0.001 -0.002 -0.006
[0.00073] [0.00175] [0.00344] [0.0075]

First Stage F-Statistic
   Income Growth 14.88 9.19 6.22 4.75
   time*Income Growth 10.71 6.95 5.39
   time2*Income Growth 9.26 7.42
   time3*IncomeGrowth 8.18
P-value (Time Interaction = 0) 0.11 0.27 0.16

Robust standard errors in brackets.  (* significant at 10%; ** significant at 5%; *** significant at 1%)

This table gives the results from the regression of the consumption change divided by income on income growth 
instrumenting with lag values of S&P 500 and income growth rates and their time interactions.



Table 4a: Estimates of the Stationary and Non-Stationary Models

Stationary Model Non-Stationary Model
Lag 1 1.1859 0.2096

[0.0654] [0.0645]
Lag 2 -0.0771 0.1269

[0.0989] [0.0649]
Lag 3 -0.011 0.1107

[0.0969] [0.0638]
Lag 4 -0.3348 -0.2304

[0.0938] [0.0617]
Lag 5 0.205

[0.0630]
time 0.0002

[0.0001]
Constant 0.2946 0.0043

[0.1554] [0.0008]
Observations 230 230
RMSE 0.00796 0.00799

Estimates of a stationary and non-stationary model using log real per-capita personal income.

Table 4b: Schwarz-Bayesian Information Criterion

Lags Stationary Model Non-Stationary Model
0 -3.939 -6.763
1 -6.673 -6.783
2 -6.709 -6.778
3 -6.71 -6.764
4 -6.697 -6.8003*
5 -6.722* -6.7798
6 -6.699 -6.757
7 -6.676 -6.734
8 -6.669 -6.711

Estimation of lag length using the Schwartz-Bayesian Information Criterion. Star denotes the estimated lag length.
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Table 7: Largest Movements in the Non-Stationary Probability

Movements towards the Stationary Model
Year Quarter PNS P(εNS)/P(εS) Income Growth Rate NS Forecast S Forecast
1949 2 0.288 0.916 -0.47 -2.33 -1.79
1949 3 0.287 0.991 -0.18 -0.50 -0.11
1949 4 0.299 1.062 -0.86 0.80 1.15
1950 1 0.172 0.485 26.79 4.14 4.56

1979 3 0.085 1.102 3.39 0.92 0.55
1979 4 0.094 1.117 4.22 2.03 1.56
1980 1 0.101 1.071 3.04 1.89 1.37
1980 2 0.061 0.581 -6.50 3.81 3.22

1973 2 0.153 1.030 3.90 3.35 2.90
1973 3 0.147 0.953 1.49 2.72 2.27
1973 4 0.178 1.260 4.64 -0.14 -0.60
1974 1 0.128 0.681 -2.65 2.94 2.18

2004 1 0.027 1.021 2.18 2.55 2.98
2004 2 0.029 1.078 0.59 2.00 2.49
2004 3 0.028 0.987 2.46 2.02 2.53
2004 4 0.021 0.746 8.26 2.07 2.59

Movements towards the Non-Stationary Model
Year Quarter PNS P(εNS)/P(εS) Income Growth Rate NS Forecast S Forecast
1948 2 0.222 1.007 6.56 5.94 5.78
1948 3 0.221 0.993 1.71 1.42 1.53
1948 4 0.221 0.999 -2.11 4.72 4.70
1949 1 0.307 1.561 -11.67 0.81 1.12

1957 4 0.178 1.119 -2.51 0.41 0.78
1958 1 0.218 1.290 -4.68 1.94 2.30
1958 2 0.226 1.049 -0.26 0.31 0.91
1958 3 0.208 0.900 2.61 0.63 1.26
1958 4 0.208 1.002 2.47 2.28 2.86
1959 1 0.203 0.966 4.40 3.60 4.25
1959 2 0.163 0.763 7.32 3.29 4.05
1959 3 0.208 1.353 -0.41 3.47 4.19

1972 1 0.119 1.018 3.53 2.40 2.23
1972 2 0.122 1.034 3.81 2.02 1.83
1972 3 0.131 1.076 5.86 3.18 2.91
1972 4 0.168 1.347 12.25 3.06 2.77

1988 2 0.060 0.966 1.94 2.80 2.27
1988 3 0.061 1.016 2.46 2.29 1.79
1988 4 0.068 1.123 3.57 1.48 0.97
1989 1 0.089 1.325 6.56 2.34 1.72

Note: Average annual per-capita income growth rate is 2.2%
This Table lists the largest movements in the non-stationary probability along with income growth and its predictions.
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Figure 7: Robustness to Different Choices of Lag Length and Prior 
 

 



Fi
gu

re
 8

: V
ol

at
ili

ty
 o

f t
he

 R
ea

l I
nt

er
es

t R
at

e 
ve

rs
us

 V
ol

at
ili

ty
 o

f C
on

su
m

pt
io

n 
 

 
 N

ot
e:

 S
ol

id
 li

ne
 is

 th
e 

co
ns

um
pt

io
n 

da
ta

 a
nd

 th
e 

da
sh

ed
 li

ne
 is

 th
e 

re
al

 in
te

re
st

 ra
te

 d
at

a.
 

 




